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ABSTRACT
Graph neural networks (GNNs) are powerful tools for exploring
and learning from graph structures and features. As such, achieving
high-performance execution for GNNs becomes crucially impor-
tant. Prior works have proposed to explore the sparsity (i.e., low
density) in the input graph to accelerate GNNs, which uses the
full-graph-level or block-level sparsity format. We show that they
fail to balance the sparsity benefit and kernel execution efficiency.
In this paper, we propose a novel system, referred to as𝐴𝑑𝑎𝑝𝑡𝐺𝑒𝑎𝑟 ,
that addresses the challenge of optimizing GNNs performance by
leveraging kernels tailored to the density characteristics at the
subgraph level. Meanwhile, we also propose a method that dynam-
ically chooses the optimal set of kernels for a given input graph.
Our evaluation shows that 𝐴𝑑𝑎𝑝𝑡𝐺𝑒𝑎𝑟 can achieve a significant
performance improvement, up to 6.49× (1.87× on average), over
the state-of-the-art works on two mainstream NVIDIA GPUs across
various datasets.
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1 INTRODUCTION
Optimizing graph neural networks (GNNs) performance is a vital
task of great interest to both academia and industry. As GNNs
have demonstrated success in extending deep learning to graph
structures and features, research in this area has advanced rapidly
in recent years. Various variants of GNNmodels have been designed
and explored, leading to significant breakthroughs in fields such
as chemistry [21], neurology [6], anomaly detection [15, 47], and
social networks or recommendations [17, 52]. As graph-structured
data continues to grow, it is becoming increasingly imperative
to optimize GNN performance to enable real-time analysis and
decision-making [69, 70].

One of the important factors in optimizing the performance of
GNNs is to understand and utilize the density/sparsity nature of
their input graphs [1, 23]. Real-world graphs commonly exhibit
community-based structures [19, 44, 54], which can be identified
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using existing community-based ordering tools by grouping sim-
ilar vertices together in ordinal order [3, 4, 7, 35]. This can result
in variability in density distribution within the adjacency matrix
of a single graph, with higher density on the diagonal reflecting
the edge connectivity within a community, and lower density in
other locations reflecting the edge connections between communi-
ties. Additionally, different input graph datasets can have distinct
density characteristics, with the difference in density between dif-
ferent graphs potentially reaching several orders of magnitude [30].
Hence, it is imperative to consider these density characteristics
while optimizing the performance of GNNs to ensure efficiency in
training and deployment.

Previous studies on exploiting the graph sparsity (i.e., low den-
sity) on the modern parallel GPU platform can be divided into two
categories based on the granularity of kernel mapping. The first
category, referred to as full-graph-level kernel mapping, employs a
single optimized kernel for the entire graph [32, 50, 66]. The second
category is referred to as block-level kernel mapping. The input
graph’s adjacency matrix is divided into blocks during preprocess-
ing. The optimal execution mode for each block is determined based
on its density. After computation for each block is finished, the re-
sults are combined for blocks that correspond to the same set of
vertices [63]. However, these approaches are insufficient to fully
utilize the graph sparsity for accelerating GNNs. Specifically, the
full-graph-level kernel mapping disregards the intra-graph density
distribution. The block-level kernel mapping incurs additional over-
head in runtime due to the kernel launch and result combination
processes.

In this paper, we introduce 𝐴𝑑𝑎𝑝𝑡𝐺𝑒𝑎𝑟 , a novel system that ad-
dresses the challenge of optimizing the performance of GNNs by
leveraging the unique characteristics of graph density distribution
with minimal runtime overhead. The system starts by decomposing
the input graph into subgraphs corresponding to intra-community
and inter-community based on graph community features in a
preprocessing stage. We then employ two key components for
computational optimization. The first component, subgraph-level
customized kernels, offers diverse kernel formats tailored to the
specific characteristics with varying densities of individual sub-
graphs, resulting in more efficient utilization of computational
resources and a more efficient training process. The second com-
ponent, the adaptive selector, selects the appropriate kernel based
on a feedback-driven approach during runtime. This ensures that
the optimal kernel is used for each specific input graph, further
improving computational performance and avoiding runtime over-
head. Based on the innovative design, 𝐴𝑑𝑎𝑝𝑡𝐺𝑒𝑎𝑟 offers a novel
and effective approach to optimize the performance of GNNs by
utilizing the unique characteristics of graph density distribution.

Overall, our work makes the following contributions:
• We conduct a detailed analysis of the density distribution of both

intra- and inter-graphs in order to understand their impact on
the sparsity-based GNN execution approaches.

• We propose a set of subgraph-level customized kernels, which
are tailored to the density characteristics of specific subgraphs
to improve GNNs’ computational efficiency.

• We introduce an adaptive selector that can determine the best-
performing kernel based on a feedback-driven approach. This
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Figure 1: GNN general computation flow.

ensures that the optimal kernel is used for each specific graph,
further improving performance and reducing runtime overhead.

• We propose𝐴𝑑𝑎𝑝𝑡𝐺𝑒𝑎𝑟 to integrate the above optimizations and
evaluate it against state-of-the-art techniques to demonstrate
its effectiveness in optimizing GNN performance. Our results
show that 𝐴𝑑𝑎𝑝𝑡𝐺𝑒𝑎𝑟 significantly improves performance, with
an average improvement of 1.87× compared to existing methods.

2 BACKGROUND AND MOTIVATION
This section provides a brief background of graph neural networks
(GNNs) and their distinction from traditional deep neural networks
(DNNs). We show that GNNs incorporate graph-related inputs so
that their execution efficiency varies depending on the storage
format of the input graph. We then examine the density distribu-
tion of both intra- and inter-graphs, which highlights the need for
subgraph-level adaptive kernels in optimizing GNN performance.

2.1 Graph Neural Networks
Graph neural networks (GNNs) have recently gained significant
attention in both academia and industry for their ability to effec-
tively learn and infer on graph-structured data in non-Euclidean
spaces [10, 70]. As such, achieving high-performance execution
of GNNs has become an important research topic [1, 5, 70]. The
input of a GNN model is a 𝑑-dimensional vector representation
for each vertex in the input graph, known as an embedding. These
embeddings are designed to have similar values for vertices with
similar properties, such as similar subgraph structures, to facili-
tate efficient reasoning about graph-related problems [29, 41]. To
generate these embeddings, GNNs combine feature transformation
methods from DNNs with graph-based operations in graph pro-
cessing that propagate and aggregate information throughout the
graph structure.
GNN Computation. The computation flow of GNNs is illustrated
in Fig. 1. The input of a GNN model comprises both the topological
structure of the input graph and the dense feature embeddings as-
sociated with each vertex. The computation within each GNN layer
is composed of two primary types of operations, as represented by
the following equations:

𝑎
(𝑘 )
𝑣 = Aggregate(𝑘 )

({
ℎ
(𝑘−1)
𝑢 | 𝑢 ∈ N (𝑣)

})
ℎ
(𝑘 )
𝑣 = Update(𝑘 )

(
ℎ
(𝑘−1)
𝑣 , 𝑎

(𝑘 )
𝑣

)
where ℎ𝑘𝑣 represents the feature vector of vertex 𝑣 at the 𝑘-th
layer. The Aggregate function performs the aggregation of mul-
tiple feature vectors from adjacent vertices into a single feature
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Figure 2: (a) Graph format example: Dense/CSR/COO. (b) Performance
comparison of different format for the aggregate-sum operator in GCN
first layer with Pubmed dataset on A100 GPU.

vector using various specific operators, such as max, mean, and sum,
which are referred to as aggregate-max, aggregate-mean, and
aggregate-sum, respectively. The Update function utilizes neu-
ral network operations, such as a multilayer perceptron (MLP), to
transform each vertex’s feature vector into a new feature vector.
Graph Format and Execution Scheduling. As a distinct feature
that sets GNNs apart from traditional DNNs, GNNs’ input data
include graph topology information. This topological data can be
represented in various formats, such as the dense format, which
utilizes a 2-dimensional array to represent the adjacency matrix
of the graph, with a value of 1 indicating a connection between
the corresponding source and destination vertices and 0 indicating
otherwise. The dense format is convenient for continuous memory
accesses but space-inefficient due to the presence of the large num-
ber of 0s in the graph. To reduce the storage overhead, GNN systems
commonly employ sparse graph formats, such as compressed sparse
row (CSR) and coordinate format (COO). The CSR format contains
two arrays: the row pointer array and the index columns array. The
row pointer array stores the indices of the start of each row in the
columns array, while the columns array stores the column indices of
the non-zero elements in the matrix. These two arrays can be used
together to reconstruct the graph topology. The COO format stores
an array of tuple for non-zero elements. Each tuple represents an
edge of the graph, with the row and column indices representing
the destination and source vertices of the edge, respectively. Fig. 2a
shows examples of these different dense and sparse formats.

The choice of graph storage format not only affects the physical
organization of the data, but also significantly impacts the sched-
uling approach that parallelizes the GNNs’ execution on GPUs.
Specifically, the dense format treats a graph-related operator as
a dense operator, while the CSR and COO formats correspond to
vertex-parallel [32] and edge-parallel [72] approaches, respectively.
Vertex-parallelism is achieved by assigning each thread to a specific
vertex and processing all of its associated edges sequentially. In
comparison, edge-parallelism is achieved by assigning each thread
to a specific edge and processing these computations in parallel.

We show that the optimal graph format choice depends on the
specific characteristics of the input graph and requires careful con-
sideration. In order to experimentally analyze how this choice
is made, we generate input graphs with various densities using
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Figure 3: (a) The impact of commmunity-based reordering on the adjacency
matrix of Citeseer dataset. (b) Comparison of performance and L2 cache
hit rate for the aggregate-sum operator in GCN first layer with Citeseer
and Pubmed datasets on A100 GPU.

RMAT [9] tool. We adjust the number of edges with a fixed vertex
size of 19717, which is the size of Pubmed dataset [5]. Using an A100
GPU [56], we compare performance results for these graphs with
different sparsity using CSR, COO, and dense data formats, per-
forming aggregate-sum operations. The results shown in Fig. 2b
indicate that the dense format has optimal execution efficiency at
high density, CSR performs optimally as density decreases, and
COO becomes the optimal solution at low density.

2.2 Intra-Graph Density Analysis
Real-world graphs commonly exhibit community-based structures [19,
44, 54], which can be identified using existing community-based or-
dering tools [3, 35] by grouping similar vertices together in ordinal
order. Each graph community has a group of vertices with strong
intra-community connections, but weak connections to other ver-
tices. However, the ordinal numbers of an original graph are often
randomly assigned. Community-based reordering aims to reorder
the vertices of a graph such that neighboring vertices belong to
the same community. This reordering also leads to a differentiated
density distribution for different subgraphs within a graph. This
phenomenon is illustrated shown in Fig. 3a, through an examina-
tion of the Citeseer dataset [20] using METIS [35], a commonly
utilized community-based reordering tool. The distribution of the
adjacency matrix before reordering is observed to be random and
irregular [4]. However, after reordering, the distribution of the
adjacency matrices corresponding to intra- and inter-community
edges exhibits distinct characteristics. These edges correspond to
the intra- and inter-community subgraphs, respectively. These two
subgraphs display a significant difference in density, with the den-
sity of intra-communities edges (i.e., on the diagonal) higher than
the density of inter-communities edges.

Previous research has explored using the graph topology ob-
tained after reordering for high-performance GNN computation.
This research can be classified into two categories based on the
granularity of kernel mapping. The first category, referred to as
full-graph-level kernel mapping, implements a static optimization
kernel for the entire graph [50, 66]. The second category, referred
to as block-level kernel mapping, invokes the computational kernel
independently for each block of the adjacency matrix [63]. The
full-graph-level mapping ignores the density distribution pattern
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Figure 4: The average density of full, intra-community and inter-
community subgraphs for different datasets.

brought by the community-based reordering of the adjacency ma-
trix and treats it as a form of the orthogonal preprocessing optimiza-
tion method. In contrast, the block-level kernel mapping selects
the appropriate execution mode for each block based on its density
at a fine-grained level, and it then merges the results of the blocks
corresponding to the same set of vertices.

As typical examples of these two categories, we use GNNAdvi-
sor [66] and PCGCN [63] for performance analysis. We collected
the execution time of the first layer of GCN and the L2 cache hit rate
via nsight system profiler [57] on A100 GPU. The results in Fig. 3b
reveal that while PCGCN achieves a higher cache hit rate, it incurs
a longer execution time. This is due to the fact that PCGCN em-
ploys an overly fine-grained granularity of kernel mapping, which
incurs additional runtime overhead of kernel launching and results
merging. Therefore, it is essential to identify an appropriate map-
ping granularity and leverage the distribution characteristics of the
reordered adjacency matrix to enhance performance.

2.3 Inter-Graph Density Analysis
In real-world graphs, density distribution variations manifest both
at the intra-graph and inter-graph levels. In other words, different
graphs have significant differences in density properties.

To investigate these variations, we analyze 15 commonly used
graph datasets as shown in Tbl. 1. The number of vertices and edges
in each dataset is recorded to provide insight into the scale of the

Table 1: Details of graph datasets used for evaluation.

dataset #Vertex #Edge #Feat #Class
cora (CO) 2708 10556 1433 7
citeseer (CI) 3327 9228 3703 6
pubmed (PU) 19717 99203 500 3
PROTEINS_full (PR) 43466 162088 29 2
artist (AR) 50515 1638396 100 12
ppi (PP) 56944 818716 50 121
soc-BlogCatalog (SB) 88784 2093195 128 39
com-amazon (CO) 334863 1851744 96 22
DD 334925 1686092 89 2
amazon0601 (AM06) 403394 3387388 96 22
amazon0505 (AM05) 410236 4878874 96 22
TWITTER-Real-Graph-Partial (TW) 580768 1435116 1323 2
Yeast (YE) 1710902 3636546 74 2
SW-620H (SW) 1888584 3944206 66 2
OVCAR-8H (OV) 1889542 3946402 66 2
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Figure 5: The design of 𝐴𝑑𝑎𝑝𝑡𝐺𝑒𝑎𝑟 .

graph. Additionally, the features and class sizes of the datasets vary,
which could impact the computational complexity and memory
usage of certain graph operations.

We quantify and analyze the variability of density distribution
for different datasets after community-based reordering using the
METIS algorithm. The size of each community is set to 16. As
depicted in Fig. 4, the results confirm our previous analysis on
intra-graph in Sec. 2.2 that there are distinctions in the density
distributions of intra-community subgraphs and inter-community
subgraphs. Furthermore, the results demonstrate that these distinc-
tions in characteristics also exist between different datasets. As
such, it can be inferred that using a fixed format for all datasets
does not result in optimal performance improvement.

3 DESIGN OF 𝐴𝑑𝑎𝑝𝑡𝐺𝑒𝑎𝑟
In this section, we present our training system, 𝐴𝑑𝑎𝑝𝑡𝐺𝑒𝑎𝑟 , which
efficiently exploits both the intra- and inter-graph sparsity to ac-
celerate GNN training. We first present an overview of our system
and then present details for its two key components, which are the
subgraph-level customized kernels and adaptive selector.

3.1 Overview
Fig. 5 illustrates the overview of 𝐴𝑑𝑎𝑝𝑡𝐺𝑒𝑎𝑟 , a GNN acceleration
system that utilizes subgraph-level adaptive kernels. The input GNN
model is represented using a PyTorch front-end, while the input
graph dataset is decomposed under community-based reordering
guidelines. The core design of 𝐴𝑑𝑎𝑝𝑡𝐺𝑒𝑎𝑟 includes two modules:
customized CUDA kernel templates and an adaptive code selector.

The first core component of 𝐴𝑑𝑎𝑝𝑡𝐺𝑒𝑎𝑟 is the customization of
CUDA kernels, which are designed to handle intra- and inter-graphs
with varying density. Instead of using static kernels, 𝐴𝑑𝑎𝑝𝑡𝐺𝑒𝑎𝑟
designs customized kernels for both intra-community and inter-
community subgraphs with varying densities. This approach estab-
lishes a comprehensive strategy space, offering the potential for
high-performance optimizations of GNNs.

The second core component of 𝐴𝑑𝑎𝑝𝑡𝐺𝑒𝑎𝑟 is the adaptive code
selector, which selects the optimal CUDA kernel template during
runtime. By monitoring and profiling the performance of each
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Table 2: Comparison of existing graph operator acceleration meth-
ods with our proposed 𝐴𝑑𝑎𝑝𝑡𝐺𝑒𝑎𝑟 .
Kernel Mapping
Granularity

Format
Strategy Existing Works Runtime

Overhead
Full-Graph-Level Static GNNAdvisor [66], NeuGraph [50] Low

Block-Level Adaptive PCGCN [63] High
Subgraph-Level Adaptive Ours Low

subgraph kernel during the initial few iterations, the adaptive code
selector selects the optimal CUDA kernel template that is best suited
to the corresponding inputs.

Table 2 compares our system against existing GNN acceleration
works. Previous works either employ full-graph-level execution
granularity, not fully exploiting the performance optimization op-
portunities provided by the distribution of intra-graph densities,
or utilize block-level execution strategies that incur substantial
runtime overhead. In contrast, 𝐴𝑑𝑎𝑝𝑡𝐺𝑒𝑎𝑟 utilizes subgraph-level
granularitywith adaptive kernel mapping, effectively leveraging the
performance optimization opportunities presented by both intra-
and inter-graph density distributions while minimizing runtime
overhead as much as possible.

3.2 Subgraph-level Customized Kernel
In this subsection, we describe the design of subgraph-level ker-
nels in 𝐴𝑑𝑎𝑝𝑡𝐺𝑒𝑎𝑟 . The optimization of graph-related operations
on GPUs requires two key considerations. Firstly, it is essential
to implement an appropriate mapping from computation to the
CUDA software abstractions such as CTA (Cooperative Thread
Array), thread, etc., to fully leverage the computing resources of
the GPU [12]. Secondly, the GPU’s memory hierarchy, including
global memory, shared memory, and registers, exhibits different
access overhead from large to small [53]. To achieve lower access
overhead and better performance, efficient memory management is
crucial. As an architecture designed to process regular, continuous
data, GPU is inefficient when processing irregular sparse data such
as graphs [1, 5]. So, customized optimizations are required due to
the irregular and sparse nature of GNNs.

As previouslymentioned in Sec. 2, there is a diversity in preferred
input formats for graphs with different density levels. Furthermore,
intra- and inter-community subgraphs exhibit different density
distribution properties. To harness these distinct features, we design
a series of density-specific subgraph-level kernels.
CSR-based kernel. As shown in the left side of Fig. 6, we present
the CSR-based kernel for inter-community subgraphs, which are
characterized by low and irregular density distributions. Since the
CSR format stores the adjacency matrix in a row-major way, our
approach maps a CTA to multiple destination vertices, with each
thread accessing the corresponding source neighbor’s vertex fea-
tures serially. To exploit the reuse of topological data within the
CTA, we cache the data in shared memory. On the other hand,
as the index of source neighbors cannot be determined within a
finite range that fits the size of shared memory, we load the vertex
features directly from global memory into registers.

Next, we introduce our CSR-based customized kernel for intra-
community subgraphs. These subgraphs are characterized by high
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Figure 6: Comparison of kernel execution with CSR format for (left)
low-density inter-community subgraph and (right) high-density
intra-community subgraph.

density, with edges concentrated in blocks around the diagonal of
the adjacency matrix. In light of this observation, we present our
customized CSR-based kernel for intra-community subgraphs as
shown in the right side of Fig. 6. We map a CTA to a community
on a corresponding adjacency matrix. In this mapping relationship
between CTA and graph topology, the range of indexes of source
vertices that a CTA needs to access is limited and can be determined
in advance. Thus, we can pre-load all the vertex features that are
required to be accessed into the shared memory. This improves the
efficiency of memory accesses, as the intra-community subgraph
has a higher density and these features are accessed repeatedly.
Furthermore, to avoid excessive shared memory allocation from
negatively affecting the parallelism of the CUDA kernel, we apply
tiling techniques [37] when the feature size is large.
COO-based kernel. The COO format is distinctive from the CSR
format in that it organizes data in an edge-wise manner. Therefore,
we design COO-based kernel templates. As demonstrated by the ex-
ample of the aggregate-sum kernel in Algo. 1, this kernel performs
computation by allocating threads and conducting element-wise
computation. The topology and vertex feature data accessed in the
COO kernel are independent between threads, and thus the shared
memory caching mechanism is not employed. This approach offers
a high degree of parallelism, but destination vertices’ updates must
be atomic, making it more appropriate for input graph datasets

Algorithm 1: The coo-based aggregate-sum kernel.
input :Graph 𝐺 = (𝑅𝑜𝑤 [𝐸],𝐶𝑜𝑙 [𝐸]), Vertex Feature

Tensor 𝑋 [𝑉 ] [𝐹 ]
output :Vertex Feature Tensor 𝑌 [𝑉 ] [𝐹 ]

1 for 𝑒𝑑𝑔𝑒_𝑖𝑑 = 0 to 𝐸 − 1 in parallel do
2 for 𝑑𝑖𝑚_𝑖𝑑 = 0 to 𝐹 − 1 in parallel do
3 𝑑𝑠𝑡_𝑖𝑑 = Row [𝑒𝑑𝑔𝑒_𝑖𝑑];
4 𝑠𝑟𝑐_𝑖𝑑 = Col [𝑒𝑑𝑔𝑒_𝑖𝑑];
5 Atomic_Add(Y [𝑑𝑠𝑡_𝑖𝑑] [𝑑𝑖𝑚_𝑖𝑑], X

[𝑠𝑟𝑐_𝑖𝑑] [𝑑𝑖𝑚_𝑖𝑑]);
6 end
7 end
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with extremely low density. Consequently, the COO-based kernel
is only utilized as a code candidate for inter-community subgraphs.
Dense-based kernel. We also propose a dense format-based ap-
proach for the intra-community subgraph. Specifically, we map a
CTA to a community’s adjacency matrix block and then use sequen-
tial access and computation to perform sparse graph operations.
For example, by storing the adjacency matrix in dense format and
then directly performing in batched GEMM kernel [58] on it with
the vertex feature, the result is equivalent to the aggregation-sum
graph operator. Traditional graph computation methods do not uti-
lize this approach due to the low density of graphs and the resulting
large number of invalid accesses and computations. However, in the
case of intra-community subgraphs with high density, this method
can provide optimal performance gains in some scenarios. The use
of Tensor Core for 32-bit computation has been supported only
since the beginning of the Ampere architecture. To ensure com-
putational equivalence, we use Tensor Core in the A100 GPU and
CUDA Core in the V100 GPU as compute units for the dense format
kernel in our subsequent implementations. The mixed precision
computational approach enables the utilization of Tensor Core on
pre-Ampere architectures, and we leave this as future work.

3.3 Adaptive Selector
After customizing the kernels for high-performance computational
optimization of input subgraphs with varying densities on the back-
end, the preprocessing stage involves utilizing a community-based
reordering tool to decompose the input graph into inter-community
and intra-community subgraphs. Specifically, we iterate through
each edge of the graph after reordering and calculate the block
index of the adjacency matrix where the edge is located using the
indexes of the source and destination vertices of the edge during
the preprocessing stage. When the block index corresponding to
the source vertex is equal to the block index corresponding to the
destination vertex, it means that the edge is on the diagonal of the
adjacency matrix, i.e., it belongs to the intra- community subgraph.
Otherwise, this edge is added to the inter-community subgraph.

The final pivotal aspect in attaining efficient training is the core
component: the adaptive selector. This selector employs a feedback-
driven approach to determine the most suitable kernels for dif-
ferent input graphs. Due to the limited number of subgraph-level
customized kernels provided by 𝐴𝑑𝑎𝑝𝑡𝐺𝑒𝑎𝑟 , specifically two for
intra-subgraph and two for inter-subgraph, and the fact that GNN
training requires hundreds or even thousands of iterations with
a static topology graph [70], we adopt a feedback-based selection
strategy. In the first few iterations of GPU training, we use amonitor
to collect the running time of each subgraph kernel, which is then
fed back to the runtime scheduler as the basis for kernel selection
in the following iteration. Although this feedback collection pro-
cess may cause some time loss due to monitoring, the performance
losses incurred in the early iterations are considered insignificant in
the overall context of the training process as evaluated in Sec. 6.3.

4 IMPLEMENTATION
In this section, we elaborate on the implementation details of
𝐴𝑑𝑎𝑝𝑡𝐺𝑒𝑎𝑟 . We start with the front-end programming interface
and describe how the back-end integrates with our system.

1import AdaptGear as AG
2import torch
3
4# Create a GCN class.
5class GCN(torch.nn.Module):
6 def __init__(self,...):
7 self.gcn = AG.GCNConv(in_feats, h_feats)
8 ...
9 def forward(self, x, inter_subg, intra_subg):

10 x = self.gcn(x, inter_subg, intra_subg)
11 ...
12
13# Define a GCN model.
14model = GCN(...)
15
16# Loading graph dataset.
17graph = AG.load_graph(graph_file)
18
19# Reorder and decompose graph.
20inter_subg, intra_subg = AG.graph_decompose(graph, method='METIS',

comm_size=16)
21
22# Run model.
23predict_y = model(x, inter_subg, intra_subg)
24
25# Compute loss and accuracy.
26# Gradient backpropagation for training.

Figure 7: Example of GCN model using 𝐴𝑑𝑎𝑝𝑡𝐺𝑒𝑎𝑟 ’s interfaces.

4.1 User-level Interface
𝐴𝑑𝑎𝑝𝑡𝐺𝑒𝑎𝑟 utilizes PyTorch as the front-end to enhance programma-
bility and user-friendliness. As an illustration, a representative GCN
model is provided as an example for using 𝐴𝑑𝑎𝑝𝑡𝐺𝑒𝑎𝑟 in Fig. 7.

𝐴𝑑𝑎𝑝𝑡𝐺𝑒𝑎𝑟 offers two types of interfaces. The first is for the
computation of GNN, such as the AG.GCNConv in Line 7 of Fig. 7.
The second interface is for the preprocessing of graphs, such as
the AG.graph_decompose in Line 19. Upon examination, it is clear
that 𝐴𝑑𝑎𝑝𝑡𝐺𝑒𝑎𝑟 does not substantially deviate from the traditional
GNN framework at the front-end level, but only adds a customized
computational interface and an additional preprocessing step for
graph decomposition. Consequently, it preserves good scalability
and lowers the users’ learning curve.

Another feature in 𝐴𝑑𝑎𝑝𝑡𝐺𝑒𝑎𝑟 is the adaptive selector, which
operates in a transparent manner to the user during training. This
design choice eliminates the need for the user to manually choose
the optimal selection strategy, thereby improving ease of use.

4.2 System Integration
In this subsection, we detail the integration of the front-end inter-
face with the back-end implementation in 𝐴𝑑𝑎𝑝𝑡𝐺𝑒𝑎𝑟 .

The front-end computational interface needs to be integrated
with the back-end kernel implementation. 𝐴𝑑𝑎𝑝𝑡𝐺𝑒𝑎𝑟 offers a vari-
ety of density-customized kernels, which are built using C++/CUDA
and integrated into the PyTorch framework through pybind11 [33].
The data is loaded using a Pytorch-based data loader and passed as
a Tensor to𝐴𝑑𝑎𝑝𝑡𝐺𝑒𝑎𝑟 ’s back-end for computation on GPUs. Upon
completion of the computation, the result tensor is returned to the
original PyTorch framework for further uses like loss computations.

The preprocessing interface in𝐴𝑑𝑎𝑝𝑡𝐺𝑒𝑎𝑟 consists of two stages:
reordering and decomposition. The first stage involves the graph
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(a) GCN on V100.
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(b) GIN on V100.
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(c) GCN on A100.
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(d) GIN on A100.

Figure 8: End-to-end normalized training time result on two GPUs. 𝑋 -axis indicates different graph datasets.

reordering using the default algorithm, METIS [35]. This stage
allows for the specification of either the community size or the
number of communities as parameters, providing flexibility in the
reordering process. Furthermore, the specific reordering algorithm
used in the backend has potential for future expansion. In the second
stage, the graph is decomposed into intra- and inter-community
subgraphs by traversing the graph once and dividing the edges
based on their source and destination vertex indices.

5 METHODOLOGY
Experiments To evaluate 𝐴𝑑𝑎𝑝𝑡𝐺𝑒𝑎𝑟 , we use two enterprise-
level GPUs as our hardware platforms: Tesla V100 [59] and Ampere
A100 [56]. Tbl. 3 details our experimental setup.
Baselines We choose four baseline implementations for compari-
son: 1) Deep Graph Library (DGL) [64] is the state-of-the-art GNN
framework that works for multiple DL frameworks. We choose
PyTorch version in this work. 2) Pytorch-Geometric (PyG) [18]
is another GNN framework which is built upon PyTorch. 3) GN-
NAdvisor [66] accelerates GNNs on GPUs with handwritten full-
graph-level CUDA kernel implementations. 4) PCGCN [63] utilizes
block-level adaptive kernel to leverage the intra-graph hybrid den-
sity distribution to accelerate GCN.
Benchmarks We use GCN [41] and GIN [71] as representative
GNN models in our study. We follow the default configuration for
layers, hidden features, and training parameters as outlined in their
original papers for all baselines and 𝐴𝑑𝑎𝑝𝑡𝐺𝑒𝑎𝑟 to ensure a fair

Table 3: Detailed experimental setup.
GPU NVIDIA Tesla V100(80 SMs) Nvidia Ampere A100 (108 SMs)

CPU Intel(R) Xeon(R) Silver
4210 CPU @ 2.20GHz

Intel(R) Xeon(R) Silver
4210R CPU @ 2.40GHz

OS Ubuntu 18.04.5 (kernel 5.4.0) Ubuntu 20.04.2 (kernel 5.11.0)
Driver GPU Driver: 470.57 GPU Driver: 515.48.07
Software CUDA: 11.6; Pytorch: 1.13

comparison. We run each benchmark 200 iterations of end-to-end
training and present the average results to isolate the effects of
randomness.
Datasets We use 15 graph datasets that have also been used in
many previous GNN optimization works [38, 46, 62]. The total
count, sparsity, input feature size, and output classes vary signif-
icantly among these datasets. As such, our chosen datasets are
sufficient to represent the graph in real-world scenarios. Tbl. 1
provides detailed information for these datasets.

6 EVALUATION
In this section, we aim to evaluate the following points:
• What are the end-to-end performance improvements brought by

𝐴𝑑𝑎𝑝𝑡𝐺𝑒𝑎𝑟 compared to existing GNN frameworks and manual
optimization efforts?

• How much does each design module in 𝐴𝑑𝑎𝑝𝑡𝐺𝑒𝑎𝑟 contribute
to the overall performance improvement?

• How much is the additional overhead introduced by the design
of 𝐴𝑑𝑎𝑝𝑡𝐺𝑒𝑎𝑟?

6.1 End-to-end Performance Comparisons
State-of-the-Art GNN Frameworks. We first compare the end-
to-end training performance of𝐴𝑑𝑎𝑝𝑡𝐺𝑒𝑎𝑟 with twowidely adopted
GNN frameworks, including DGL [64] and PyG [18]. The results,
as shown in Fig. 8, compare their normalized end-to-end execu-
tion time on two GPUs. To ensure the fairness of comparison, we
use the same METIS community size setting of 16 for both the
baselines and 𝐴𝑑𝑎𝑝𝑡𝐺𝑒𝑎𝑟 . Our results indicate that on both GPUs,
𝐴𝑑𝑎𝑝𝑡𝐺𝑒𝑎𝑟 achieves significant performance improvements over
the baselines, with geometric average speedup values of 1.83× and
2.16× over DGL and PyG, respectively. This improvement is due
to 𝐴𝑑𝑎𝑝𝑡𝐺𝑒𝑎𝑟 ’s efficient exploitation of the density distribution
at both the intra- and inter-graph levels. For each GNN model,
𝐴𝑑𝑎𝑝𝑡𝐺𝑒𝑎𝑟 achieves an average improvement of 1.69× and 2.33×
on GCN and GIN, respectively. The more significant improvement
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Figure 9: Performance comparisons between GNNAdvisor and
𝐴𝑑𝑎𝑝𝑡𝐺𝑒𝑎𝑟 on A100 GPU.𝑋 -axis indicates different graph datasets.

on GIN is attributed to its higher proportion of time spent on
graph-related operations, which are the main optimization scope
of 𝐴𝑑𝑎𝑝𝑡𝐺𝑒𝑎𝑟 .
Manual Optimization. To demonstrate the performance benefits
of 𝐴𝑑𝑎𝑝𝑡𝐺𝑒𝑎𝑟 compared to existing GNN manual optimization
efforts, we choose GNNAdvisor [66] and PCGCN [63] as the full-
graph-level and block-level acceleration baselines, respectively.

GNNAdvisor [66] uses rabbit-sort [3] as its default preprocess-
ing step for reordering. To eliminate the impact of the prepro-
cessing tool, we collect performance results from two reorder-
ing preprocesses for GNNAdvisor, one using rabbit-sort (referred
to as GNNA-Rabbit) and the other using METIS (referred to as
GNNA-Metis). Due to the space limit, we only show the results
on the A100 GPU. As shown in Fig. 9, 𝐴𝑑𝑎𝑝𝑡𝐺𝑒𝑎𝑟 achieves an av-
erage 1.40× and 1.41× performance gain over GNNA-Rabbit and
GNNA-Metis onA100GPU. This result shows that𝐴𝑑𝑎𝑝𝑡𝐺𝑒𝑎𝑟 yields
good performance optimization results for different preprocessing
methods. It is worth noting that the results trend for the V100 GPU
is similar. Specifically, the geometric average performance speedup
ratios of 𝐴𝑑𝑎𝑝𝑡𝐺𝑒𝑎𝑟 compared to GNNA-Rabbit and GNNA-Metis
on the V100 GPU are 1.39× and 1.38×, respectively.

PCGCN [63] optimizes GCN performance through a block-level
approach. However, the METIS parameters used are not clearly
specified in their paper. Therefore, we traverse the METIS param-
eters within the range of 2 to 1024 at multiples of 2 intervals for
PCGCN and present the optimal one as the final performance re-
sults. The results on A100, as shown in Fig. 10, indicate that despite
providing PCGCN with a wide range of reordering parameters, its
performance remains lower compared to that of 𝐴𝑑𝑎𝑝𝑡𝐺𝑒𝑎𝑟 for all
datasets. Specifically, the geometric average performance speedup
ratios of 𝐴𝑑𝑎𝑝𝑡𝐺𝑒𝑎𝑟 over PCGCN on the A100 and V100 GPUs are
2.30× and 2.59×, respectively.

Our comparisonwith these baselines highlights that the subgraph-
level kernel mapping granularity utilized by𝐴𝑑𝑎𝑝𝑡𝐺𝑒𝑎𝑟 is the more
effective for optimizing the computation in GNNs.
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Figure 10: Performance comparisons of PCGCN and 𝐴𝑑𝑎𝑝𝑡𝐺𝑒𝑎𝑟
for GCN on A100 GPU. 𝑋 -axis indicates different graph datasets.
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Figure 11: Execution time of different 𝐴𝑑𝑎𝑝𝑡𝐺𝑒𝑎𝑟 versions on A100.

6.2 Performance Improvement Breakdown
𝐴𝑑𝑎𝑝𝑡𝐺𝑒𝑎𝑟 incorporates two performance optimization modules,
including subgraph-level customized kernels and an adaptive se-
lector. To evaluate the effectiveness of these modules, we design
relevant baselines and conduct experiments to quantify their contri-
bution. We define three optimization versions of 𝐴𝑑𝑎𝑝𝑡𝐺𝑒𝑎𝑟 . The
O1 version utilizes a static CSR kernel at the full-graph level, while
the O2 version employs static CSR kernels for intra-community
subgraphs and COO kernels for inner-community subgraphs. The
O3 version incorporates subgraph-level adaptive sparse kernels.

We use the GCN model in this experiment and collect the per-
formance results on A100 GPU. Due to the space limit, we omit
the results for the other models and hardware. As illustrated in
Fig. 11, the results show that the implementation of different opti-
mization versions can lead to significant variations in performance
improvement across different datasets. This highlights the crucial
role that subgraph-level kernels and the adaptive selector play in
the optimization process of 𝐴𝑑𝑎𝑝𝑡𝐺𝑒𝑎𝑟 .

6.3 Additional Studies
Runtime Overhead. There are two sources of additional runtime
overhead in 𝐴𝑑𝑎𝑝𝑡𝐺𝑒𝑎𝑟 . The first is graph preprocessing, which
includes graph reordering and graph decomposition, and needs to
be performed only once before the training starts. The second is the
adaptive selector, which monitors performance in the early itera-
tions of GNN training. However, the overhead from both processes
has a negligible impact compared to the overall GNN training pro-
cess. To illustrate, we evaluate the overhead using the amazon0601
dataset. The overhead of the graph decomposition is 0.08 seconds,
while the overhead of the graph reordering is 0.59 seconds. Further-
more, the runtime monitoring in our adaptive selector incurs less
than 0.1 seconds in the early training iterations. Overall, the mag-
nitude of these overheads is insignificant compared to the hours or
even days required [16, 70] for the GNN training.
Memory Overhead. The graph decomposition potentially gen-
erates additional storage overhead for the topology. However, this
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Figure 12: Memory overhead for storing subgraph topology (de-
noted as Topo. Tensor) in different datasets.

overhead is comparatively small as the majority of memory usage
during GNN training is occupied by vertex features and gradient-
related data [74]. To quantify the additional memory overhead, we
measure the maximum memory overhead via PyTorch Profiler [60]
for the GCN model on A100 GPU and compare it with the overhead
for the additional subgraph topology storage. As shown in Fig. 12,
the percentage of memory occupied by additional topological data
is only 4.47% on average, which we believe is acceptable.

7 RELATEDWORK
Graph Processing on GPUs. GPUs are crucial computing plat-
forms in various task scenarios [42, 51]. Many studies have focused
on optimizing GPUs at the architecture [27, 28, 45, 67], schedul-
ing [13, 14, 26, 49, 68, 75], and algorithm [24, 25, 77] levels. Nu-
merous graph processing systems [22, 39, 40, 43, 55, 61, 65] have
been proposed to accelerate traditional graph algorithms on GPUs.
These efforts have also explored various parallelization strategies,
including vertex parallelism and edge parallelism for graph pro-
cessing. There are also efforts to explore dynamic parallelization
strategies through domain-specific language (DSL) [8, 73].

However, GNNs differ from traditional graph algorithms in terms
of their graph operation characteristics and the dimensionality of
their feature embeddings, leading to a parallelization strategy space
that exceeds the capabilities of traditional graph processing systems.
GNN Frameworks. DGL [64] and PyG [18] are two popular GNN
frameworks, which both employ a message-passing programming
interface based on DNN frameworks. 𝐺3 [48] focuses on utilizing
graph processing frameworks for training GNNs on GPUs. De-
spite these efforts, the existing frameworks do not fully exploit
the opportunities presented by graph density characteristics for
optimizing graph kernel computations and hence cannot achieve
optimal performance on GPUs.

On the other hand, other frameworks such as Roc [34], Neu-
Graph [50], and AliGraph [78] aim to address large-scale distributed
GNNprocessing. However, their designs are orthogonal to𝐴𝑑𝑎𝑝𝑡𝐺𝑒𝑎𝑟 .
For handling large graphs requiring multiple GPUs to process,
various well-established graph partitioning techniques can divide
the graph into smaller subgraphs suitable for single-GPU train-
ing [2, 35, 36]. Therefore, the optimization of single-GPU training
is equally beneficial for multi-GPU scenarios.
Graph Kernel Optimization. There are also some works that try
to explore the graph kernels in GNNs to optimize GNNs. GNNAd-
visor [66] provides customized kernels with scalable parameters
for accelerating GNNs on GPUs. GE-SpMM [32] focuses on opti-
mizing SPMM-like graph kernels in GNNs, while FeatGraph [31]

extends TVM [11] to execute SPMM-like and SDDMM-like graph
kernels on GPUs. uGrapher [76] addresses the challenges posed
by the dynamics of input graphs and operators by providing a uni-
fied abstraction for all graph operations. However, the previous
optimization efforts apply to entire input graphs and overlook the
performance optimization opportunities presented by variations in
the density distribution of intra-graphs. Additionally, PCGCN [63]
adopts a block-level approach to leverage the intra-graph density
distribution. However, it leads to additional accumulation opera-
tions, resulting in high runtime overhead in some scenarios.

Unlike all existing work, 𝐴𝑑𝑎𝑝𝑡𝐺𝑒𝑎𝑟 propose a set of subgraph-
level customized kernels and adaptively select the current most
suitable kernel for a given input, thus achieving a general GNN
high-performance computation optimization.

8 CONCLUSION
In this work, we propose 𝐴𝑑𝑎𝑝𝑡𝐺𝑒𝑎𝑟 , a novel high-performance
GNN training system that exploits both the intra- and inter-graph
sparsities via adaptive subgraph-level kernels. Our system achieves
a significant average speedup of 1.87× compared to various state-
of-the-art works, including GNN frameworks and manual optimiza-
tions. The exceptional performance of 𝐴𝑑𝑎𝑝𝑡𝐺𝑒𝑎𝑟 is attributed to
two key components: subgraph-level customized kernels that offer
diverse kernel formats optimized for subgraphs of varying densi-
ties and an adaptive selector that selects the appropriate kernel for
the input subgraph. Through the detailed evaluation, we demon-
strate the effectiveness of𝐴𝑑𝑎𝑝𝑡𝐺𝑒𝑎𝑟 and its potential as a common
methodology for high-performance GNN training.
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